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8th SUBJECT: ELEMENTARY LINEAR ALGEBRA

1 Elementary Linear Algebra

1.1 Preliminary concepts:

(i) A set G with an inner operation x, is called a group, if the operation = satisfies
the associative property, there exists a neutral element and if for any element of G
there exists an inverse respect to that operation. In addition to this, if * satisfies
the commutative property, then the group G is said to be a commutative group.

(i) A set A with two inner operations (addition and multiplication) is said to be a
ring if the following conditions hold: (a) (A, +) is a commutative group; (b) (.) is
associative, and (c) the multiplication is distributive (in both sides) respect to the
addition; i.e for any z,y, z € A the equality z.(y + 2) = z.y + z.2; (y + 2).x =
y.x + z.2 holds. In addition to this, if (.) is commutative, the ring (A, +, .) is said
to be a commutative ring, and if there exists a neutral element (1) respect to (.),
then the ring (A, +, .) is said to be a ring with identity.

(iii) A field K is a commutative ring for which the set formed by all the non-null
elements has the structure of a group respect to the multiplication.

(iv) Let K be a field and V be a set. If + is an inner operationin V,and - : K xV —
V' is an scalar multiplication between elements A\ € K and elements v € V
satisfying the following properties:

(a) (V,+) has a commutative group structure,

(b) i A (vi+ve)=A-v1+ v, VA E K, Vu,v3 €V
i (M 4+ X)) v=A1 v+ A0, VAL A € K,V eV
i A (A2 v) = (A - Aa) v, VAL A € K, Vo €V
iv. l-v=v,YvevV,

then V is said to be a vector space over the field K or it is said that V' is a K -vector
space or simply V' is a vector space, and the elements of 1/ are called vectors and
the elements of K scalars.

(v) If Vis a K-vector space and W a subset of V', which with the operations inherited
from V has a K-vector space structure, then W is said to be a vector K -subspace
of V. Itis denoted by W < V.



Definition. Let V be a K -vector space. A linear combination of the vectors vy, ..., v, €
V' is a vector v of V that can be written as follows:

V= A1+ AU + -+ + A\ Un,
being A1, Ao, ..., A\, € K.
Definition. Let V be a K-vector space and S be a subset of V. Then,

(1) S is said to be linearly dependent if there exists any linear combination of some
vectors of S equals to the null vector 0 that does not force all the scalar \; to
be 0 in K. Symbolically, N1, ..., \, € K not all equal to 0, and Fvy, ..., v, €
S such that Myv1 + - + A\, = 0.

(ii) Otherwise, S is said to be an independent system in V. In other words, in order to
prove that S is an independent system the following statement has to be proved.:

M+ Ao, =0, € Sand \i e K= M\ =--- =\, =0.
Definition. Let V' be a vector space and S be a subset of V. Then,

(1) S is said to be a generating system of 'V, if the set formed by all the possible
combinations of elements of S coincides with the whole set V. In that case, we
say that the set S generates V.

(i1) V is said to be finitely generated if V' can be generated by a finite set of vectors of
V.

Definition. Let V' be a vector space and ( a subset of V. The set (3 is said to be a basis
of V if it is linearly independent and it generates V.

Theorem. In a finitely generated vector space V, there always exist bases and all the
bases have the same cardinal.

Definition. Let V be a K-vector space. The dimension of V' is defined as the common
cardinal of all the bases of V', and it is denoted by dim 'V or by dim V.

1.2 Matrices. Addition and scalar multiplication of matrices. Matrix mul-
tiplication. Invertible matrices

Definition. Let K be a field and n,m € N. A matrix of size n x m over the field K is
a table of n rows and m columns whose elements belong to the field K. The term of the



matrix A, which is in the i-th row and in the j-th column, simultaneously, is denoted by

aj. It means,

air a2 - Gim
A a1 a2 -+ Gam
apl Anp2 - Opm

The set of all the matrices of this type is denoted by M, ,,(K). Any two matrices A
and B of size n X m are equal if and only if Vi € {1,...,n} and Vj € {1,...,m},
a;; = b;;. A matrix A is said to be a square matrix when n = m, and the set formed by
all the matrices of this type is denoted by M, (K).

Definition. Let A, B € M, ,,(K) and A € K. We define the following operations
between matrices:

(1)
ai; aiz - aim Aai1 Aaiz - A,
as; az -+ a2, Aag1 Aage - Aagm
an1 Gp2 -+ Qapm Aan1 Aap2 - Aapm
(i1)
ailr a2 - Qim bin bz -+ bim
asy aze -+ Am bar b -+ bop
A+B=1| . . |+
Apl Gn2 < Qpm bnl an e bnm
a1 +b11 a2 +bi2 - aim +bim
ao1 +ba1  azr +ba - azm + ban
a1 +bp1 an2 +bp2 - G+ bpm

(iii) If A € Mpm(K), B € My, ((K) (being n,m,k € N),
A-B=C= (Cij)ie{l,...,n},je{l,...,t} such that

m
Cij = Zaikbkj,Vi S {1,. . .,n},Vj S {1, e ,t}.
k=1



Definition. Let A € M,, ,,,(K). The transposed matrix of A, denoted by A', corresponds
to the following matrix,

Al = (bi,j)ie{l,...,m},je{l,‘..,n} such that bz‘j = ajz-,‘v’i S {1, ce ,m},Vj € {1, R ,n}.

Definition. Let A € M, (K) be a square matrix. By definition, the matrix A is said to
be invertible if there exists a matrix B € M, (K) such that AB = BA = I,, (identity
matrix of order n). In that case, B is denoted by A=Y and it is called the inverse matrix
of A. In the case the matrix A is invertible, its inverse matrix is unique, and it is said
that the matrix A belongs to the set GL,,(K).

In the following, we will define what the rank of matrix is (defining first the rank of
a matrix by rows or the rank of a matrix by columns). To do this, let A € M, ,,, (/) be a
matrix and A1, Ao, ..., A, the rows of the matrix A4, and A', A2, ..., A™ the columns
of the matrix A, respectively. In particular, the rows A;, As, ..., A, are m-tuples, and
they can be viewed as vectors of m components, and analogously the thansposes of the
columns A', A%, ..., A™ are n-tuples, and they can be viewed as vectors of n compo-
nents.

Definition. (i) The rank of the matrix A by rows is the dimension of the vector K-
subspace of K™ generated by the n rows of the matrix A, in other words,

dimK<A1, ey An>,
which is denoted by rg ;(A) = rg s A.

(ii) The rank of the matrix A by columns is the dimension of the vector K-subspace
of K" generated by the m columns of the matrix A, in other words,

dimg (AL, ... A™),
which is denoted by rg.(A) = rg A.

Theorem. Let A € M, n,(K). Then, the rank of the matrix A by rows and by columns
coincides and this is called simply the rank of the matrix A, which is denoted by rg A.

Properties. (i) If we interchange two rows (two columns) of a matrix A, the rank of

the matrix does not change.

(ii) Ifwe replace a row or a column of a matrix A by a non-null multiple of it, the rank
of the matrix does not change.

(iii) Ifwe replace a row or a column of a matrix A by it plus a non-null multiple of any
other different row (or column) of the matrix A, the rank of the matrix does not
change.



Basic changes make easier the computation of the rank of a matrix, as it is shown in the
following example.

00 2
Example. Let A= |2 1 -5 | be a matrix. Calculate rg A.
78 3
00 2 2 0 1 00 1 00 1 0 0
21 5| ~|-512]|~|-512|~[012|~]0 1 2
78 3 3 8 7 3 8 0 8 7 00 -9
Using the definition of the rank of a matrix, it is easy to note that the rank of the last
0 0 2
matrix is 3. Thusrg |2 1 -5 | =3.
78 3

2 Systems of linear equations

Definition. Let K be a field. A system of m linear equations and n indeterminates

(variables) over the field K corresponds to:

a1121 + ajoxe + -+ aypx, = by
ao1 1 + Ao + -+ + g, = by
Am121 + AmaX2 + -+ ApnTn = bm

where a;j,b; € K,1 < i < m,1 < j < n. The matrix form of the previous system of
linear equations corresponds to AX = B, where

A = (a;j) is the coefficient matrix of the system
B = (b;) is the column matrix of the constant terms
X = (xj) is the column matrix of indeterminates (or variables)

(A|B)is the expanded matrix of the system.

Definition. Let AX = B be a system of m linear equations and n indeterminates
aq
. . a2 . .
(variables) over the field K. Then the column matrix « = (o) = | . | is said to be a
79

solution of the given system of linear equations if Aac = B holds.



Definition. By definition, if the system of linear equations AX = B does not have any
solution, then the system is said to be incompatible, and in the other case, the system is
said to be compatible. In the latter case, if the system has an unique solution, then the
system is called a determined compatible system and if not, it is called an undetermined
compatible system.

Remark. The system of linear equations of type AX = 0 is called an homogeneous
system, which is always compatible, since at least the column matrix 0 is a solution to it.

Theorem. (Rouché-Frobenius). Let AX = B be a system of m linear equations and n
indeterminates (variables) over the field K. Then, the system AX = B is compatible
if and only if rg(A) = rg(A|B) holds. (Note that rg(A|B) can also be expressed by

rg(A).)

aq

. a2 t

Proof. The system AX = B has a solution <— Ja = | . = (a1,0a2,...,ap)
an,

such that Ao = B <= Jay,...,0pn € K suchthat ;A" + -+ + a, A" = B <—

(AL A" = (AY) ... A" B) <= dim(A',..., A") = dim(A',..., A" B).
by
by
Lemma. Let A € M,(K) and B = | . | a column matrix. The folowing three
br,
statements are equivalent:
(1) The system of linear equations AX = B is determined compatible.
(ii) The homogeneous linear system AX = 0 has an unique solution.

(iii) A € GL,(K) i.e the matrix A is invertible.

Remark. Let us consider the following system of linear equations:

a11x1 + aipxe + -+ a1y =bh
a1 T1 + agry + -+ + agpry, = b
Am1Z1 + @maT2 + - -+ Ty = by,

If we make the following (basic) changes in the previous system of linear equations, then
the set of solutions of the new system of linear equations does not change.



(i) Interchange any two equations.
(i) Replace an equation by a non-null multiple of it.

(iii)) Replace an equation of the system by it plus a non-null multiple of another equa-
tion of the system.

As a consequence, if in the expanded matrix (A|B) the basic changes are made only
on its rows, then the associated first and the second system of linear equations have the
same solutions.

Example. Let us consider the following system of linear equations:

Ty —x2+23=0

To+x3=1
1 +x2=0
1 -1 10
The expanded matrix corresponding to the systemis: |0 1 1 1
1 1 00
1 -1 1 0
If we make basic changes only on its rows, we get the following matrix: | 0 1 1 1
0 0 -3 -2

It is clear that rg(A) = rg(A|B) = 3. Thus, the system is determined compatible and
the new system associated to the expanded matrix corresponds to:

r1—xo+ax3=0

To+x3 =1
—31’3 = —2.
So, the unique solution is x3 = 2/3, xo = 1/3 and x1 = —1/3.

3 The symmetric group

Definition. Ler X = {1,...,n} be a set. The set formed by all the bijective maps
from X to X is denoted by S,,. In the set S, the composition (o) of maps is an inner
operation and (Sy,, o) has a group structure. This mentioned group is called also the
symmetric group of order n, and the elements of S, are called permutations on X.



Definition. Let us consider T € S,,. By definition, T is called a transposition or a 2-
cycle if there exist different i,j € {1,...,n} such that 7(i) = j and 7(j) = i and the
images by T of the rest of indices are fixed. In a short way, T = (ij) is written.

Theorem. Any permutation of Sy, can be written as the product of transpositions, being
the product the composition of maps.

Theorem. Let us consider o € S,. If o admits two decompositions as product of
transpositions, then the number of components of those decompositions is always even
or always odd.

Definition. Let us consider o € S,. We say that the permutation o is odd (or even) if
the number of components in its decomposition as product of transpositions is odd (or
even), respectively. The signature of o, denoted by (o), is defined as follows:

g(o) =

1 if the permutation o is even
—1  otherwise.

If the decomposition of o as a product of transpositions corresponds to ¢ = Ty - - - T,
thene(o) = (—1)".
3.1 Determinant of a square matrix

Definition. Let A € M,,(K) be a square matrix. The determinant of A, which is denoted
by |A| or by det A is defined as follows,

det A= 37 (0)a100)020(2) (o)
O'Esn

Note that det A is an element of K. In addition to this, in each addend
£(0)a1,6(1)A2,6(2) * * * An,o(n)>

an unique element of each row and each column of the matrix A appears.

Examples. (i) Ifn = 2and A = <““ ‘“2>, then
a1 a2

det A= a11a22 — a12a91 .

aj; aiz2 a3
(i) Ifn=3and A= | a1 aos a3 |, then

azp as2 as3

det A = ar1a22a33+a12a23a31 +a13021032 — 013022031 — Q11023032 — 12021433



(iii) det I, = 1. Proof: If o # 1, there exists i € X such that o(i) # i. Then a; ,(;) =
0, since this element is out from the diagonal of the matrix. Then, for any o # 1,
the term a1,5(1) " Onyo(n) = 0, and consequently det I,, = ay1a292 - - - any = 1.

A 0 0 ... 0
X 0 ... O

Gv) IfA=| . o | is a diagonal matrix, then det A = Ao -+ A,
0O 0 0 -+ X

In the following, we enumerate the basic properties of the determinant of a square
matrix.

Theorem. Let A be a square matrix.

(1) If any two rows or any two columns of the matrix A are equal, then det A = 0.

(ii) If we interchange in a matrix two rows (or two columns), then the sign of its
determinant changes.

(iii) If we multiply a row (or a column) of the matrix A by a scalar, then the value of
its determinant is also multiplied by this scalar.

(iv) Ifwe add to a row of the matrix (or to a column of the matrix) a linear combination
of different rows (or different columns), then the value of the determinant of the
resulting matrix does not change.

(v) The following properties hold,

all e A1n ail] ... Qip al ... Qip
/ " / " _ / / " "
Gy tag; oo Gyt ag | =0y .. G| T a0 ag, |-
Apl e Apn Apl .. Qpnp Apl ... Qpp
: _ | At
vi) |A] = [A"].

(vii) |AB| = |A]|B|.

Definitions. (i) If we eliminate some rows and some columns of the matrix A, we get
a submatrix of A. In other words, if A € My, ,(K) and i1, ...,i, € {1,...,m},

Jiy---yJs € {1,...,n}, then the following matrix is a submatrix of A:
iy o Qiggs
airjl tee airj.s

10



(ii) The determinant of any square submatrix of the matrix A is called a minor and

the order of the minor is the order of its corresponding submatrix.

(iii) If A € M, (K), the determinant M;; of the (n — 1) x (n — 1) submatrix of A
obtained by deleting the i-th row and the j-th column of the matrix A is called the

minor of element a;;.
(iv) The cofactor A;j of the element a;; in det A is defined as, A;; = (fl)iﬂ M;;.

Proposition. Ifn > 1 and A € M, (K), then the determinant of A can be computed as
follows,

n
det A = Z a;jAij, forany i € {1,2,...,n} (the determinant is developed by a row)
j=1
or
n
det A = Z a;jAij, forany j € {1,2,...,n} (the determinant is developed by a column).
i=1

Definition. Let A € M, (K). If det A = 0, then the matrix A is called singular and if
not, the matrix A is said to be non-singular.

Theorem. Let K be a field and A = (a;;) be a square matrix whose coefficients are
in K. Then A is said to be invertible if and only if det(A) is an element of K which is
non-zero, and hence invertible in K. In that case, the inverse matrix of A is a square
matrix (denoted by A™' = (n;;)) whose coefficients n;; are:

nij = det(A)_l(—l)H_j det(Aji),

being Aj; the matrix coming from A after eliminating the j-th row and the i-th column
of it.

Corollary. A square matrix A of order n x n is invertible if and only if A is not singular.

Definition. The adjoint matrix of the matrix A € M, (K) is defined as follows,

All A12 cee Aln

A A .o Aoy
adj(y= " 7 ;

Anl An2 Ann

The formula to compute the inverse matrix of an invertible matrix is:

1
~ det A

(adj(4))".

11



Example. Compute the inverse matrix of A =

e
IENENGCE V]
W = W

7/2 -3 1/2
Solution: A=t = | —=1/2 0 1/2
-1/2 1 —1/2

In the following, some properties of inverse matrices are given.
Properties. Let A, B € M, (K) be invertible matrices. Then,
(i (A1) =4
(i) (AB) '=B"14"1
(iii) (A" = (A7)

(iv) det(A™1) =1/det A

3.2 Cramer systems

Definition. A system of linear equations is said to be a Cramer system, if the number of
equations coincides with the number of variables and the coefficient matrix associated
to the system is not singular. In other words, a system of n linear equations with n

variables of the type,
a11r1 + a2 + ... + a1y = by
2171 + a22%2 + ... + a2,Ty = b
Ap1T1 + ap2x2 + ... + AppTy = brm
such that
ail @12 ... Qip
asy a9 ... QAon
A=
anl Aan2 Unn

and det A # 0 is called a Cramer system.

Theorem. A Cramer system of n equations and n variables is a determined compatible

system (in fact, rg(A) = rg(A) = n), and the unique solution of the system is computed

12



by the following formulas,

by a2 ... ai ai; b ain
1 |b2 az ... az 1 |azr be azn
Tr1 = Tro =
det A ’ det A ’
by a2 : Qnn an1 by Gnn
ai a2 by
1 |a21 a2 ba
, Ty = .
det A
anpl  An2 by
Proof. Note that
aig ... by ... ain aily ... @111+ ...+ anr, a1n
apl .- bn ... Gnn apl --. ApiZT1+ ...+ apnTy Unn
Using the determinant’s properties the last determinant corresponds to:
a ... a11r1 ... Qaip a1 A1nTn A1n
4+ ...+
Gpl -+ Qp1T1 ... Qpp Gnl AnnTn Gnn
Note that in all the previous addends the factor x; (j € {1,...,n}) can be taken away

and that at least for all the addends different to the i-th addend its value is 0, since for
them at least two columns are equal. This means that the last expression coincides with

x; det A, and from it the formula for x; is obtained.

Example. Compute the following system of linear equations using the Cramer’s rule:

rT—3y+22=9

—2r — 3z =—6
4z — 10y + 92z = 12.

Solution: The matrix form of the previous system of linear equations corresponds to:

1 -3 2 T
-2 0 =3 yl| =
4 =10 9 z

13



In this case, the system is a Cramer system, since the number of equations and the

number of variables are equal (= 3) and det A = —8 # 0. Then, the unique solution is
given by
—196 _03 23—51— 12 96 3—9
Tr = _8 - - - 9 Y = _ - - - - 27
12 —-10 9 4 —12
1 1 -3 9
= -2 0 —6|=-15.
4 —-10 12

3.3 Rank of a matrix using determinants

Theorem. The rank of any A matrix is the maximum order of its non-null minors. In
other words, vg(A) = r if and only if there exists a non-null minor of order r and all the

minors of order r + 1 are nulls.

1 1 1 1
Example. Let A = -b-2 bl

4 3 6 -1

0 0 0 2

There exists an unique minor of order 4. Precisely,

1

4
0

1

-2
3
0

1
1
6
0

be a matrix. Compute the rank of A.

, and its value

2

is equal to O (developing it by the 4-th row). On the other hand, the minor of order 3
obtained by the determinant of the submatrix of the matrix A formed by the rows 1,2
and 4 and the columns 1,2 and 4 is different from 0 (= 2). Thus, the rank of the matrix

Ais 3.

14



