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Example 5.1.1. Ordinary Least Squares.

Pizza consumption.

Estimate a regression model to determine the consumption of pizza (data file
pizza.gdt).

a. Regress pizza consumption on age and income. Assume that the relationship
between the variables is linear. Save the results to the session as an icon.

b. Restrict the sample to the clients over 35 years old. Estimate the model using
this restricted sample and save the results to the session as an icon. Do you
obtain the same results? Restore the original sample.

c. Restrict the sample to the clients with only high school education. Estimate
the model using this restricted sample and save the results to the session as an
icon. Do you obtain the same results? Restore the original sample.

d. Interpret the results. Save the session as pizza5.1.1.
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Example 5.1.1. Ordinary Least Squares.

To estimate a regression model by OLS, select the option Ordinary Least Squares
from the Model pulldown menu.

Model -> Ordinary Least Squares ...

gretl EM

File Tools Data View Add Sample Variable Model Help

pizza.gdt * Ordinary Least Squares...
ID # 4 Variable name ¢ Descriptive label Instrumental variables 4 Al
0 const Other linear models 4
wimited dependertvarobie + JIN
2 F =1 if female Time series 4
3 HS =1 if highest degree received i Panel 4
4 C =1 if highest degree received i Robust estimation 4
5 P =1 if highest degree received i Nonlinear Least Squares...
6 income annual income in thousands ¢ Maximum likelihood...
7 age age in years GMM...
Simultaneous equations...

Undated: Full range 1 - 40

W2 EAsBAEHL 2 8aB05
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Example 5.1.1. Ordinary Least Squares.

The options in the dialog box allow you to specify the model you want to

estimate. You have to select the dependent variable, and the regressors among the
variables included in the left box.

B greti: specify model

oo s
EJ oLs

const 1 Dependent variable

:

Hs [7] Setas defautt

C Regressors

P const

income —

=

Le]

] Robust standard errors | HCL

Help [ ger ][ conca | oK
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Example 5.1.1. Ordinary Least Squares.

Notice that by default, Gretl assumes that you want to estimate an intercept and
includes this in the regressors list by default (“const”).

To include income as a regressor, highlight the variable in the left box using the
cursor and click on the green arrow.

To include pizza as the dependent variable, highlight the variable in the left box
using the cursor and click on the blue arrow.

If you want the variable pizza to be the dependent variable in all the regression
models, mark Set as default.
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Example 5.1.1. Ordinary Least Squares.

‘ Model: pizza; = B1 + B2 income; + Bsage; +u; i=1,...., N

BAl greti: specify model e B S
+ oLs
const Dependent variable
pizza é pizza
F
HS Set as default
C Regressors
P const
income income
age age

L]

Robust standard errors | HC1

[ bep | [ cear |[ omea |[ ok |

There are several options at the bottom of the window: you may ask for Help, Clear the
selected variables or Cancel the estimation. To estimate the specified model click OK.
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Example 5.1.1. Ordinary Least Squares.

“ gretl: model 1

Estimation results.

File Edit Tests Save Graphs Analysis LaTeX
Model 1: OLS, using observations 1-40
Dependent variable: pizza
coefficient std. error t-ratio p-value
const 342.88 72.3434 4.740 3.14e-05 **«
income 1.83248 0.464301 3.947 0.0003 el
age -7.57556 2.31699 -3.270 0.0023 el
Mean dependent var 191.5500 5.D. dependent var 155.8806
Sum squared resid 635636.7 S.E. of regression 131.0701
R-squared 0.329251 Adjusted R-squared 0.292994
F(2, 37) 9.081100 P-value (F) 0.000619
Log-likelihood -250.2276 Akaike criterion 506.4552
Schwarz criterion 511.5218 Hannan-Quinn 508.2871

There is a menu with several options at the top of the output window.
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Example 5.1.1. Ordinary Least Squares.

File. To save the results in several formats (Word, comma separated, plain text or
LaTeX) or as an icon to the session, to print them or to view them in equation
form.

gretl: model 1 @M

File Edit Tests Save Graphs Analysis LaTeX

E Save as... ons 1-40

Save to session as icon

SREITE G d. error t-ratio p-value
& Print... .
View as equation -3434 4.740 3.14e-05 **~
.464301 3.947 0.0003 el
¥ Close Ct+W b 31699 -3.270  0.0023 *xw

Mean dependent var 191.5500 S5.D. dependent var 155.8806
Sum squared resid 635636.7 S.E. of regression 131.0701

R-squared 0.329251 Adjusted R-squared 0.29299%4
F(2, 37) 9.081100 P-value (F) 0.000619
Log-likelihood -250.2276 Akaike criterion 506.4552
Schwarz criterion 511.5218 Hannan-Quinn 508.2871
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Example 5.1.1. Ordinary Least Squares.

Edit. To copy the results in several formats (Word, comma separated, plain text
or LaTeX), or to modify the estimated model changing either the dependent
variable or the regressors.

" grett: model 1 L ELRES P gret: specity model =8 %

oLs

File Edit Tests Save Graphs Analysis LaTeX

Mode [[) Copy Ctri+C }ions 1-40 comst Dependent variable
Dept ; :
P[22 Modify model... \ pizza pizza
Coefficient  std. error t-ratio p-value i F 0] Set as defoutt

const 342. 884 72.3434 4.740  3.14e-05 *x+ c Regressors
income 1.83248 .464301 3.947  0.0003  #ww »
const
age [T pT) -3.270 0.0023
I greti: select formd income income
Mean depender | lpendent var  155.8806 age age
Sum squared o | Copy a8 regression  131.0701 |_pizza
R-squared d R-squared 0.292994 sq_income
F(2, 37) RIS Word) (F) 0.000619 sq.age
Log-Likelihod | @ Comma separated criterion 506.4552 "
Schwarz crite Quinn 508.2871
plain text A
pizzaT
LaTex

[ Robust standard errors  HCO

) [Com ) o] O
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Example 5.1.1. Ordinary Least Squares.

If you save the model to the session as an icon, a new icon appears in the session.

gretl: icon view EM
Data info Data set Summary Correlations
3 ) e
=[=]
Model table Scalars Notes Graph page
Model 1

By default, this icon is called Model 1 because it is the first model estimated in
the present session. Right-clicking on this icon it is possible to change the name of
this icon (Rename) or to retrieve the estimation results (Display).
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Example 5.1.1. Ordinary Least Squares.

To restrict a sample, go up to the Sample pulldown menu where several criteria
are offered to restrict the sample.

gretl | )

File Tools Data View Add Sample Variable Model Help

pizza.gdt * Set range...
ID# ¢ Variable name ¢ Descriptivi  Restore full range 1
0 const .
" _ Restrict, based on criterion...
1 piza annual pi

Random sub-sample...

2 F =1if fem R e with reol .
o ] it i
4 C =1if high —

5 P =1ifhigh  Show status

6 income annual income in thousands of dollars

7 age age in years

Undated: Full range1 - 40
BrEOER~RAELEF aB0
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Example 5.1.1. Ordinary Least Squares.

For instance, the option Set range allows to select a subsample of consecutive
observations. It is necessary to select the first observation and the last one. This is
not the option of interest in this example.

“ gretl =@ &
File Tools Data View Add Sample Variable Model Help

pizza.gdt *

ID# ¢ Variable name ¢ Descriptive label ‘
0 const
1 piza annual pizza expenditure, §
2 F =1if female
3 HS =1 if highest degree received is high schoq' e ﬂ
4 C =1 if highest degree received is a college dif —
5 P =1 if highest degree received is a post gm{ Set sample range
6 income annual income in thousands of dollars
7 age agein years Sart End

1= 40

Observations: 40
Undated: Full range 1 - 40

BPOEABRBLFABE [omee J[ o ]
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Example 5.1.1. Ordinary Least Squares.

The option Restrict, based on criterion ... offers two criteria:

1) Enter boolean condition for selecting cases.

2) Use dummy variable.

gretl E@g
File Tools Data View Add Sample Variable Model Help
pizza.gdt * Set range...
ID# 4 Variable name 4 Descriptiv Restore full range 1
0 const = =
- 2 Restrict, based on criterion...
1 piza annual pi Rand b n
andom -sample...
2 F Liffem 2 © I’” _t:’ ':E .
3 Hs “1ithigh Besam:: el:w trhep a‘r.:'men .I,.
P “1ifhigh rop all obs with missing values
5 P =1ifhigh  Show status
6 income annual income in th ds of dollars
7 age a9 gretl: restrict sample X

W 2 5 g

@ Enter boolean condition for selecting cases:

() Use dummy variable:  |F

) o ) [

mul_ L e
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Example 5.1.1. Ordinary Least Squares.

Using the first option, it is possible to establish a criterion such as clients older
than 35 years old.

gretl = &8 X
File Tools Data View Add Sample Variable Model Help
pizza.gdt *
ID # ¢ Variable name ¢ Descriptive label A
<
0 const EH greti: restrict sample =)
1 piza
2 F @ Enter boolean condition for selecting cases:
3 HS
4 C age>3|
5P Use dummy variable:  F
6 income
7 age [ Help ] { Cancel ] [ oK ]

Undated: Full range 1 - 40
@POE~BELFABD

Pilar Gonzélez and Susan Orbe | OCW 2014 Example 5.1 OLS estimation: cross-section data



Example 5.1.1. Ordinary Least Squares.

Estimate the model using the restricted sample of size 17.

r N
gretl gretl: specify model [ESHE=E™>)
File Tools Data View Aq oLs
izt i Dependent variabl
ID# 4 Variable name 4 Descrig| | (€onst ependent vanable
0 const EN & |
F
Sl e Hs 7] Set as default
2 F =1iffi
3 HS =1ifhf)l © Regressors
4 C =vifthf)| P const
5 P =1ifhffl | income =5 income
6 income annual age age
7 age agein||
Robust standard errors | HC1
[ bep | Cear | [ coneel | [ ox
\
Undated: Full range n = 40; current sample n = 17
@2OFA~BAEL A EaBD
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Example 5.1.1. Ordinary Least Squares.

Estimation results using the restricted sample.

gretl: model 2 (= [ S

File Edit Tests Save Graphs Analysis LaTeX

Model 2: OLS, using observations 1-17
Dependent variable: pizza

coefficient std. error t-ratio p-value

const 299.969 247.180 1.214 0.2450
income 1.59059 0.499671 3.183 0.0066 **~*
age -6.22178 5.57067 -1.117 0.2828

Mean dependent var 161.3529 S.D. dependent var 162.9540

Sum squared resid 236193.4 S.E. of regression 129.888
R-squared 0.444073 Adjusted R-squared 0.364655
F(2, 14) 5.591574 P-value (F) 0.016411
Log-likelihood -105.2051 Akaike criterion 216.4102
Schwarz criterion 218.9098 Hannan-Quinn 216.6587
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Example 5.1.1. Ordinary Least Squares.

To return to the full sample, select the option Restore full range in the Sample
pulldown menu.

gretl @m

File Tools Data View Add Sample Variable Model Help

pizza.gdt * Set range...
ID# ¢ Variable name ¢ Descriptiv.  Restore full range )
0 const X .
J Restrict, based on criterion...
1 pm annual i Random sub-sample...
2 F =Liffem R;ample with replacement.
I =1 high [-)mp all obs with missing v«a.l.;Jes
4 C =11if high -
5 P =1ifhigh ~ Show status
6 income annual income in thousands of dollars

Undated: Full range n = 40; current sample n = 17

Elalaly IS EE
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Example 5.1.1. Ordinary Least Squares.

The second option of Restrict based on criterion ... allows us to restrict the
sample using a criterion based on a dummy variable, in this case, HS (maximum
level of studies is high school).

gretl =8 R
File Tools Data View Add Sample Variable Model Help
pizza.gdt *
ID# 4 Variable name ¢ Descriptive label ]
0 const
1 piza annual pizza expenditure, $
2 F =1 if female
3 HS =1 if highest degree received is high school diploma
4 C =1 if highest degree received is a college diploma
5 P =1 if highest degree received is a post graduate degree
6 income annual income in th Yl af dall.
7 age agein years gretl: restrict sample

Enter boolean condition for selecting cases:

© Use dummyvarisble:  |HS [x]

Help ] [ Cance :S oK ]

Undated: Full ange 1 - 40
@BROE~BARL 2 3B
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Example 5.1.1. Ordinary Least Squares.

Estimation results using the restricted sample of size 15.

gretl: model 3 (=& |
File Edit Tests Save Graphs Analysis LaTeX
Model 3: OLS, using observations 1-15
Dependent wvariable: pizza
coefficient std. error t-ratio p-value
const 352.069 115.456 3.049 0.0101 wew
income 3.90353 1.44769 2.696 0.0194 wew
age -8.56052 3.46725 -2.469 0.0295 **
Mean dependent wvar 212.4667 S.D. dependent var 155.7245
Sum squared resid 186169.9 S.E. of regression 124.5558
R-squared 0.451638 Adjusted R-squared 0.360244
F(2, 12) 4.941677 P-value (F) 0.027190
Log-likelihood —-91.98181 Akaike criterion 189.9636
Schwarz criterion 192.0878 Hannan—-Quinn 189.9410

Gonzélez and Susan Orbe | OCW 2014




Example 5.1.1. Ordinary Least Squares.

If the three estimated models have been saved as icons, there is one icon for each
model in the session. Right-clicking on these icons, you may retrieve the
estimation results.

EH gretl: icon view &M
Data info Data set Summary Correlations
N N BB
Model table Scalars Notes Graph page

e R

Add to model table
Rename
Delete

Model 1 Model 2 Mod

Do not forget to save the session with the name pizza5.1.1!
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Example 5.1.1. Ordinary Least Squares.

Results I. Full sample.

SRF  pizza; = 342.885 + 1.8324 income; — 7.57556 age; i=1,...,40

e |Interpretation of the estimated coefficients:

[B1: The estimated pizza consumption for a newborn baby with no income amounts to
$342.885.

Ba: It is estimated that pizza consumption increases by $1.8324 when annual income
increases by $1000 holding age constant.

B3: It is estimated that pizza consumption decreases by $7.57556 when age increases by
one year holding annual income constant.

o Coefficient of determination:

R?: 32.9251 % of the total sample variation in pizza consumption is explained by the
variations in annual income and age.
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Example 5.1.1. Ordinary Least Squares.

Results II. Clients over 35 years old.

SRF mi = 299.969 + 1.59059 income; — 6.22178 age; i=1,...,17

e Interpretation of the estimated coefficients:
[2: It is estimated that the amount of pizza consumed by the clients over 35 years old
increases by $1.59059 when income increases by $1000, holding age fixed.

[s: It is estimated that the amount of pizza consumed by the clients over 35 years old
decreases by $6.22178 when age increases by 1 year, holding income fixed.

o Coefficient of determination:
R?: 44.4073 % of the sample variation in pizza consumption for the clients over 35 years
old is explained by the variations in annual income and age.
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Example 5.1.1. Ordinary Least Squares.

Results Ill. Maximum level of studies: high school.

SRF  pizza; = 352.069 + 3.90353 income; — 8.56052 age; i=1,...,15

e Interpretation of the estimated coefficients:
[B2: It is estimated that the amount of pizza consumed by the clients with only secondary
studies increases by $3.90353 when income increases by $1000, holding age fixed.

[Bs: It is estimated that the amount of pizza consumed by the clients with only secondary
studies decreases by $8.56052 when age increases by one year, holding income fixed.

o Coefficient of determination:
R?: 45.1638 % of the sample variation in pizza consumption for the clients with only high
school education is explained by the variation in annual income and age
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Example 5.1.2. Exploring the estimation results.

Pizza consumption.

Open the session pizza5.1.1.

a. Estimate a regression model to determine pizza consumption as a function of
income and age that enables us to measure the following effect:

The expected change in pizza consumption due to a change in
income depends on the age of the client

b. Save all the results to the session as icons.
c. Explore the Save command in the menu bar of the estimation results window.

d. Obtain the covariance matrix of the OLS estimators of the regression
coefficients.

e. Interpret the results and save the session under the name pizza5.1.2.
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Example 5.1.2. Exploring the estimation results.

Model -> Ordinary Least Squares

This command yields the dialog box shown below.
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gretl: specify model =@ &
? oLs
'c ) Dependent variable
ps (%] o
F
HS V| Set as default
C Regressors
P const
income o income
ag¢ el age
[”] Robust standard errors | HC1
Help Clear ] [ Cancel ] I oK
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Example 5.1.2. Exploring the estimation results.

‘pizzai = 81 + Baincome; + P3 age + B4 (age; X income;) + u;

The effect “the expected change in pizza consumption due to a change in income
depends on the age of the client” is included in the specification of the model by
means of a new term, which is an interaction between income and age.

Therefore, prior to the estimation of the model, it is necessary to generate this

interaction term (age; X income;) clicking on the icon located in the upper
left side of the gretl:specify model window. Then you define the new variable
in the dialog box.

“ gretl: add var &

Enter formula for new variable

Al=pge*income

[ Help H Cancel H oK
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Example 5.1.2. Exploring the estimation results.

The new variable appears both in the main window and in the gretl:specify
model window.

u gretl “ gretl: specify model E@&

File Tools Data View Add Sam oLS
pezz ok A — const Dependent variable
ID # 4 Variable name 4 Descriptive label

0 const pas [ ® e

1 piza annual pizza expé F ] Set as default

2 F =1 if female Hs

3 Hs =11f highest degf| | Regressors

4 C =1 highest degf)| P const

5 P =1if highest degf)| '"<°™¢ %) income

6 income annual income inf)| | 29¢ age

7 age age in years A

8 Al age‘income

. (7] Robust standard errors | HC1
UI‘ I\

m (27 = xR 8 [ Help ] [ Clear ] [ Cancel ] [ oK
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Example 5.1.2. Exploring the estimation

Estimation results.

gretl: model 4

File Edit Tests Save Graphs Analysis LaTeX

Model 4: OLS, using observations 1-40 -
Dependent variable: pizza

coefficient std. error t-ratio p-value
const 161.465 120.663 1.338 0.1892
income €.97991 2.82277 2.473 0.0183 **
age -2.97742 3.35210 -0.8882 0.3803
AT -0.123239 0.0667187 -1.847 0.0730 ~*

m

Mean dependent var 191.5500 5.D. dependent var 155.8806

Sum squared resid 580608.7 S.E. of regression 126.9961
R-squared 0.387319 Adjusted R-squared 0.336262
F(3, 36) 7.586038 P-value (F) 0.000468
Log-likelihood —248.4166 Akaike criterion 504.8332
Schwarz criterion 511.5887 Hannan-Quinn 507.2758

Excluding the constant, p-value was highest for variable 7 (age) )

Save the results to the session as an icon.

Pilar Gonzélez and Susan Orbe | OCW 2014 8 imati oss-section data



Example 5.1.2. Exploring the estimation results.

To save the estimation results use the command Save in the menu bar of the
estimation results window.

gretl: model 4 E@&

File Edit Tests Save Graphs Analysis LaTeX

Model 4: OLS, Fitted values B
Dependent vax Residuals
Squared residuals
io p-value
Error sum of squares

Standard error of the regression

const 8 0.1892
income R-squared 3 0.0183 w*
age T*R-squared 82 0.3803
. Log likelihood 7 0.0730 )
Akaike Information Criterion -
Mean dependen . . L var 155.8806
Sum squared 1 Bayesian Information Criterion sion 126.9961
R-squared Hannan-Quinn Information Criterion ared 0.336262
F(3, 36) N - 0.000468
Log-likelihod Define pew variable=: on 504.8332
Schwarz criterion 511.5887 Hannan-Quinn 507.2758

Excluding the constant, p-value was highest for variable 7 (age)
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Example 5.1.2. Exploring the estimation results.

Let's look at the first three option of the Save pulldown menu.

gretl: model 4

File Edit Tests Save Graphs Analysis LaTeX

Model 4: OLS, Fitted values -
Dependent vax Residuals
Squared residuals
___________ Error sum of squares :_Lf___lf:‘jfijf
const Standard error of the regression 8 0.1892
income R-squared 3 0.0183 =
age T*R-squared 82 0.3803
aAx Log likelihood 4 0.0730 ~ |
Akaike Information Criterion 1
Mean dependen . N N var 155.8806
Sum squared i Bayesian Information Criterion sion 126.9961
R-squared Hannan-Quinn Information Criterion ared 0.336262
F(3, 36) 5 - 0.000468
Log-likelihod __Doinenew variable.. on 504.8332

Schwarz criterion 511.5887 Hannan-Quinn 507.2758

Excluding the constant, p-value was highest for wvariable 7 (age)

Pilar Gonzélez and Susan Orbe | OCW 2014 8 imati oss-section data



Example 5.1.2. Exploring the estimation results.

_— yN=40
o Fitted values {pizzai}

i=1

Save -> Fitted values yields the dialog box below.

Ed greti: variable attributes =

Name of variable:  [iE%
Description:

fitted value from model 4

[ gance || ok ]

The fitted series will be named by default yhat4 where the cardinal “4”"
indicates the specific estimated model, in this case the fourth one. The name
and the description of this variable may be changed.
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Example 5.1.2. Exploring the estimation results.

e Residuals {a;} "

Save -> Residuals Yyields the dialog box below.

gretl: variable attributes &

Name of variable: | [fF%
Description:

residual from model 4

[ conca || ok |

The residuals will be named by default uhat4 where the cardinal “4” indicates
the specific estimated model, in this case the fourth one. The name and the
description of this variable may be changed.
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Example 5.1.2. Exploring the estimation results.

: .91 N=40
e Squared residuals {u?}izl

Save -> Squared residuals yields the dialog box below.

EA gretl: variable attributes E]

Name of variable: |[FEEE
Description:

squared residual from model 4

[ conce |[ ok |

The squared residuals will be named by default usq4 where the cardinal “4”
indicates the specific estimated model, in this case the fourth one. The name
and the description of this variable may be changed.
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Example 5.1.2. Exploring the estimation results.

The saved variables yhat4, uhat4 and usq4 appear in the main window of Gretl in
the same order they have been generated. Furthermore they are included as well in
the icon Data set of the session.

o

T

pizza.gdt *

ID# 4 Variable name ¢ Descriptive label
0 const
1 piza
2 F

3
4
5
6
7
8

=

S

° N

income

age

F &

9 yhatd
10 uhatd

1 usqh

BROE

File Tools Data View Add Sample Variable Model Help

annual pizza expenditure,
=1iffemale
=1if highest degree received is high school diploma
=11if highest degree received is a college diploma
=11if highest degree received is a post graduate degree
annual income in thousands of dollars
agein years
income*age
fitted value from model 4

| from model 4
squared residual from model 4

Undated: Full range 1 - 40

FRBLFABD
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Example 5.1.2. Exploring the estimation results.

You may save the rest of the statistics that appear in the Save pulldown menu
in a similar way.

These are the names assigned by default:

e Error sum of squares: ess_#

e Standard error of the regression: sigma_#

e Coefficient of determination, R-squared: rsq_#
e T*R-squared: trsq_#

e |og likelihood: Inl_#

e Akaike Information Criterion: aic_#

e Bayesian Information Criterion: bic_#

e Hannan-Quinn Information Criterion: hqc_#

where # stands for the number of the estimated model.
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Example 5.1.2. Exploring the estimation results.

The Save pulldown menu includes some goodness-of-fit measures and the

information criteria. For instance, you may save the sum of squared residuals. The
assigned name by default can be changed.

E8 oretl: 2dd scalar ]

Statistic from model 4

Sum of squared residuals (value = 580609)
Name (max. 31 characters):

=

[ Conca || ok

The rest of the values are saved in a similar way.
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Example 5.1.2. Exploring the estimation results.

All the values saved may be retrieved from the session, double-clicking on the icon
Scalars.

-
B gretl:icon view gretl: scalars Eﬂg
R =
) Name Value Delete
Datainfo Data set essd 580608.650008625 @
sqd4  0.387318645160079 @
trsq_4 15.4927458064032 @
Model table Scalars Inl_4 -248.416596823059 B
B B aic 4 504.833193646117 @
§€ ée bic 4 511.588711462573 @
.27577557
Model1 Model 3 hqc_4 507.275775573823 @
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Example 5.1.2. Exploring the estimation results.

To estimate the covariance matrix of the OLS estimator of the coefficients, select
the option Coefficient covariance matrix in the Analysis pulldown menu of the
estimation results window.

Analysis -> Coefficient covariance matrix

gretl: model 4 E@‘g

File Edit Tests Save Graphs Analysis LaTeX

Model 4: OLS, using cbse Display actual, fitted, residual -
Dependent variable: pizz Forecasts...
Confidence intervals for coefficients

coefficient - - e
Confidence ellipse...

const 161.465 Coefficient covariance matrix

income 6.97991 ANOVA o
age -2.97742 Bootstrap...

AI -0.123239 UTUSETIST =T"8Y7 oToTS0 *

m

Mean dependent var 191.5500 S.D. dependent var 155.8806

Sum squared resid 580608.7 S.E. of regression 126.9961
R-squared 0.387319 Adjusted R-squared 0.336262
F(3, 36) 7.586038 P-value (F) 0.000468
Log-likelihood -248.4166 Akaike criterion 504.8332
Schwarz criterion 511.5887 Hannan-Quinn 507.2758

Excluding the constant, p-value was highest for variable 7 (age)
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Example 5.1.2. Exploring the estimation results.

The results are shown in the figure below. Since the covariance matrix is
symmetric only the upper half of the matrix appears.

gretl: coefficient covariances EM
Beoamax

Covariance matrix of regression coefficients:

const income age AI
14559.7 -269.152 -386.798 6.55284 const
7.96802 6.46379 -0.185924 income
11.2366 -0.166084 age

0.00445139 AI
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Example 5.1.2. Exploring the estimation results.

Results (I).

pizza; = 161.465+6.979991 income; — 2.97742 age —0.1232239 (age; x income;)

e The estimated pizza consumption amounts to $161.465 when the variables
annual income and age take the value zero.

e Marginal effects:

- Income marginal effect. It is estimated that the pizza consumption increases by
(6.979991 — 0.1232239 X age;) dollars when income increases by $1000 holding age
constant. This increment is not constant throughout the sample because it depends
on the client's age: the older the client, the smaller the income marginal effect.

- Age marginal effect. It is estimated that the pizza consumption decreases by
(—2.97742 — 0.1232239 income; ) dollars when the age increases by one year holding
income constant. This increment is not constant throughout the sample because it
depends on the income of the individual: the higher the income of the client, the
more negative the age marginal effect.
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Example 5.1.2. Exploring the estimation results.

Results (II).

e Coefficient of determination:

R?: 38.7319 % of the sample variation in pizza consumption is explained by
the variations in annual income and age, according to this estimated regression
model.

e Estimated covariance matrix of the OLS estimators:

14559.7 —269.152 —386.798  6.55284
7.96802  6.46379 —0.185924
11.2366 —0.166084
0.0045139

V(p) =8>(X'X)" =
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Contents

© 5.1.3. Graphs.
@ Graphs of the residuals and of the fitted and actual values.
@ Save graphs as icons.
@ Save graphs in a document.
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Example 5.1.3. Graphs.

Pizza consumption.

Open the session pizza5.1.2.

a. Estimate a regression model where pizza consumption depends on age and
gender. In this model the effect of age on consumption should depend on
gender.

b. Obtain all the residuals plots and save them as icons to the session and in pdf
format.

c. Obtain all the plots of the fitted values and save them as icons to the session
and in pdf format.

d. Interpret the results and save the session as pizza5.1.3.
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Example 5.1.3. Graphs.

‘pizzaz‘ = (1 + B2 age; + B3 Fi + Ba (age; x Fy) +u;

Model -> Ordinary Least Squares

Then click on the icon (upper left side of the specificiation window) to add
the new regressor included in this model.

[ gret: specify model o B %
(4] B grett: add var

const Enter formula for new variable

izza

: AFkage'F

HS - 2

c Help Cancel oK

P

income —

age =3

Robust standard errors  HC1

Help Clear Cancel [ oK J
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Example 5.1.3. Graphs.

Estimation results

gretl: model 1

p-

6.
0.
0.
0.

File Edit Tests Save Graphs Analysis LaTeX
Model 1: OLS, using observations 1-40
Dependent variable: pizza
coefficient std. error t-ratio

const 480.98 91.4024 5.262

age -5.65541 2.55194 -2.216

F -325.259 133.823 -2.431

AF 4.08923 3.83215 1.067
Mean dependent var 191.5500 S.D. dependent var
Sum squared resid 533082.7 S.E. of regression
R-squared 0.437470 Adjusted R-squared
F(3, 36) 9.332192 P-value (F)
Log-likelihood —-246.7086 Akaike criterion
Schwarz criterion 08.1727 Hannan-Quinn
Excluding the constant, p-value was highest for variable 8

value
73e-06 ***
0331
0202 e
2930

-

155.8806
121.6875
0.390592
0.000106
501.4172
503.8598

(AF)

Gonzalez and Susan Orl

estimation ss-section data




Example 5.1.3. Graphs.

Go to the Graphs option in the menu bar of the estimation output window to see
the plots that can be obtained: the residuals plot, the fitted /actual values plot and

the residual Q-Q plot.

gretl: model 1

o

File Edit Tests Save

Model 1: OLS, usir
Dependent variable

Graphs Analysis LaTeX

Residual plot
Fitted, actual plot

Residual Q-Q plot

Excluding the constant,

coefq -ratio p-value
const 480.984 91.4024 5.262 6.73e-06 ***
age -5.65541 2.55194 -2.216 0.0331 ww
F -325.259 133.823 -2.431 0.0202 hadad
AF 4.08923 3.83215 1.067 0.2930
Mean dependent var 191.5500 S5.D. dependent var 155.8806
Sum squared resid 533082.7 S.E. of regression 121.6875
R-squared 0.437470 Adjusted R-squared 0.390592
F(3, 36) 9.332192 P-value (F) 0.000106
Log-likelihood —-246.7086 Akaike criterion 501.4172
Schwarz criterion 508.1727 Hannan-Quinn 503.8598

p-value was highest for variable 8

(BF)
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Example 5.1.3. Graphs.

With respect to the residuals plots there are several options.

“ gretl: model 1

File Edit Tests Save Graphs Analysis LaTeX

Model 1: OLS, usiy Residual plot 4 Boxplot
Dependent variable Fitted, actual plot » By observation number
- Agai i
coefi Residual Q-Q plot _ga!nst [
_________________________ e ————— Against age
const 480.984 91.4024 Against F
age -5.65541 2.55194 4 Against AF
F -325.259 133.823 1 s ti >
AF 4.08923 3.83215 eparation

Mean dependent var 191.5500 S.D. dependent var 155.8806

Sum squared resid 533082.7 S.E. of regression 121.6875
R-squared 0.437470 Adjusted R-squared 0.390592
F(3, 36) 9.332192 P-value (F) 0.000106
Log-likelihood —-246.7086 Akaike criterion 501.4172
Schwarz criterion 508.1727 Hannan-Quinn 503.8598

Excluding the constant, p-value was highest for variable 8 (AF)
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Example 5.1.3. Graphs.

Residual plot by observation number (RG1).

gretl: graph E‘_@

Regression residuals (= observed - fitted pizza)
400 T T T T T T T T
+
300 - + 4
+
200 - b
+
. + +
= 100 | 4 4
] +
2 + + + +
@ +
S ofs + + + * .
o * + Es
+ +
. + + N + + + +
-100 | * * + + R
+
+
-200 - b
+
300 L L L L L L L L
0 5 10 15 20 25 30 35 40
Right-click on graph for menu EoRAZB X

Pilar Gonzélez and Susan Orbe | OCW 2014 8 imati oss-section data



Example 5.1.3. Graphs.

To save this plot as an icon, right-click on the plot and select the option Save to
session as icon.

gret: graph [ESNEE >
Regression residuals (= observed - fitted pizza)
400 T T T T T T T T
+
300 - + 4
Save as Windows metafile (EMF)... » .
Save as PNG...
200 | Save as postscript (EPS)... 1
Save as PDF...
Copy to clipboard » +
- ool ., opy to clipboars ]
Ef Save to session as icon +
3 + +
] Zoom... +
2 +
o[+ + Print » 4
* Display PDF *
+
wol * Edit +
+ Close * *
T
-200 - 8
+
.300 L , . . A L \ .
0 5 10 15 20 25 30 35 40
8079 298 Right-click on graph for menu EoRAZE X

To save this plot in pdf format, right-click on the plot and select the option Save
as PDF ....
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Example 5.1.3. Graphs.

Residual plot against the dependent variable (RG2).

Regression residuals (= observed - fitted pizza)

400 T
+
300 + 1
+
200 + -
+
+ +
§ 100 + + + 4
2 * o+
& L +i + i
+ - +
£ + .+
.100:E+ + + o+ + 4
+
-200 + -
+
300 . . . . . .
0 100 200 300 400 500 600
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Example 5.1.3. Graphs.

Residual plot against age (RG3).

Regression residuals (= observed - fitted pizza)

400 T T
+
300 + 4
+
200 4
+
+ +
E 100 + + + b
2 o+ * -
g +
o o2 1
+ T + +
ot I + + 4
-100 |- + ot + I + .
+
+
-200 B
+
300 . . . . . . . .
20 25 30 35 40 45 50 55

age
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Example 5.

1.3. Graphs.

400

300

200

100

residual

-100

-200

-300

Pilar Gonzélez and Susan O

Residual plot against the dummy variable F' (RG4).

Regression residuals (= observed - fitted pizza)

+

++

T
+ HE A
ORI T

o +
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Example 5.1.3. Graphs.

Residual plot against the new variable AF' (RG5).

Regression residuals (= observed - fitted pizza)

400 T
300 + B
200 B
+
+ i
K] +
3
g
B e + 1
+ ++ 4t
+
-100F + + - 1
+
-200 B
300 . . . . .
0 10 20 30 40 50
AF
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Example 5.1.3. Graphs.

With respect to the fitted and actual values plots several options are available.

A gretl: model 1 @E&

File Edit Tests Save Graphs Analysis LaTeX

Model 1: OLS, usiry Residual plot L
Dependent variable Fitted, actual plot 4 By observation number
. Against age
Residual Q-Q plot .
coefy L-Qp! AGeiet

const 480.984 91.4024 Against AF

age -5.65541 2.55194 1 Actual vs. Fitted

F -325.259 133.823 -2.431 0.0202 ww

AF 4.08923 .83215 1.067 0.2930

Mean dependent var 191.5500 S.D. dependent var 155.8806

Sum squared resid 533082.7 S.E. of regression 121.6875
R-squared 0.437470 Adjusted R-squared 0.390592
F(3, 36) 9.332192 P-value (F) 0.000106
Log-likelihood —-246.7086 Akaike criterion 501.4172
Schwarz criterion 508.1727 Hannan-Quinn 503.8598

Excluding the constant, p-value was highest for variable 8 (AF)

Gonzalez and Susan Orl 8 estimation ss-section data



Example 5.1.3. Graphs.

Fitted and actual values plot by number of observation (FAG1).

Actual and fitted pizza

600
fitted % T
actual
500 |- + .
400 | + g + o+ :
X X *
© + %X» X+
N 300 - x+ X X X ]
+ i X X +
n + X X
200 |- L y " J
X X X +
100 ’XX ;1<><><><><>< % XXXQXX %X - + 1
+ o+ 0t +X n
+
0 J‘ J‘ 1 1 + J‘ 1 J‘ 1 1 1 1
0 5 10 15 20 25 30 35 40
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Example 5.1.3. Graphs.

Fitted and actual values against age (FAG2).

Actual and fitted pizza versus age
600

fitted X i
actual
500 | + .
a0l + + + 1
X X% +
© + X X j{ +
N 300} X 1
a X +
+ + X
+ + X
200 | + XX 1
. X
w [ XX X X x oxx & ¥ i
+
i £+, F
0 J‘ 1 1 1 + 1 J‘ 1 J‘ 1
20 25 30 35 40 45 50 55
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Example 5.1.3. Graphs.

Fitted and actual values against the dummy variable F' (FAG3).

Actual and fitted pizza versus F

600
fitted X i
actual
500 | + —
400 | L + .
o
N 300t % .
Q
g i
200 | § i i
100 | % —
+
0 L +
0 1
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Example 5.1.3. Graphs.

Actual values versus fitted values graph (FAG4).

600

T T
actual = predicted +

500 - +

pizza

predicted pizza
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Example 5.1.3. Graphs.

Residual Q-Q plot.

Q-Q plot for uhatl
400 T T

300 -

200 -

100

-100 -

-200

-300 1 1 1 1 1
-300 -200 -100 0 100 200 300

Normal quantiles
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Example 5.1.3. Graphs.

The graphs can be retrieved from the session.

gretl: icon view @M

B M [Pl
Data info Summary Correlations
3 = [l
==
Model table Scalars Notes Graph page
¥ B &
Model 1 Graph 1 Graph 2
o 1A 12e
2 A P A 2 A
Graph 4 Graph 5 Graph 6
g 1Y Ad
2 S 2 S 2 A
Graph 8 Graph 9 Graph 10
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Example 5.1.3. Graphs.

Results (I).

SRF:  pizza; = 480.984 — 5.65541 age; — 325.259 F; + 4.08923 (age; x F})

e The estimated pizza consumption for newborn men amounts to $480.984.

e Marginal effects:

- Age marginal effect: The estimated change in the consumption of pizza amounts to
(—5.65541 + 4.08923F;) dollars when age increases by one year, holding gender constant. This change
is not constant throughout the sample because it depends on the gender of the client. Thus, this change
is estimated to be -5.65541 dollars for a man and -0.56618 dollars for a woman.

- Gender effect: The estimated difference in the consumption of pizza between a woman and a man of the
same age amounts to (—325.259 4 4.08923 age; ) dollars. This change is not constant throughout the
sample because it depends on the age of the client. Thus, it is estimated that women consume less pizza

than men but this difference decreases as the clients get older.
o Coefficient of determination:

R?: 43.7470 % of the sample variation in pizza consumption is explained by the
variations in age and gender, according to this estimated model.
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Example 5.1.3. Graphs.

Results (I1).

o Interpretation of the residuals graphs:
RG1: The residuals oscillate randomly around their mean (zero).
RG2: The residuals are not randomly distributed: they are an increasing function of pizza consumption.
RG3: The variability of the residuals seems to increase with age.

RG4: The variability of the residuals related to the male category seems to be higher than the variability
of the residuals for females.

RG5: You can only observe the variability of the residuals against age for the female category. It does not
seem to be constant. The residuals related to the male category are on the ordinate axis.
o Interpretation of the fitted and actual values graphs:

FAGL1 : The fit is very poor for the first 20 observations.
FAG2: It seems that the effect of age is not well reflected.
FAG3: It seems that the fit is worse for women than for men.

FAG4: The global fit is quite poor since the observations are not close to the blue line.
e Residual Q-Q plot:
There is no evidence that the residuals come from a normal distribution because the observations in the

tails are far away from the main diagonal.
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