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Example 3.5.1. Normality tests. Pizza consumption.

Questions.

Load the data file pizza.gdt.

a. Run normality tests for the variables pizza and income.

b. Save the results as an icon to your session.

c. Interpret the results and save the session with the name dpizza.
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Example 3.5.1. Normality tests. Pizza consumption.
To run normality tests, go up to the Menu Bar and click

Variable –> Normality test
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Example 3.5.1. Normality tests. Pizza consumption.

H0 : variable comes from a normal distribution
Ha : variable does not come from a normal distribution

The results are shown in the figures below.

PIZZA

INCOME
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Example 3.5.1. Normality tests. Pizza consumption.

Results.

The output consists of a table with the statistics and the p-values.

The p-value is the estimated probability of rejecting the null hypothesis when it is
true.

Decision rule: if the p-value is smaller than α = 0.05, the null hypothesis is
rejected at a 5 % significance level.

Conclusions:

• Most of the statistics indicate that the variable pizza does not come from a
normal distribution.

• All the statistics indicate that the variable income does not come from a
normal distribution.
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Example 3.5.1. Normality tests. Pizza consumption.

To save the results, go up to the menu bar in the normality test window and
click on the left icon (Save as...).

Pilar González and Susan Orbe | OCW 2014 Example 3.5 Univariate analysis 8 / 99



Example 3.5.1. Normality tests. Pizza consumption.

To save the results in a file select the first option.

To save the results as an icon to the session select the second option.
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Example 3.5.1. Normality tests. Pizza consumption.

By default, Gretl names the icon normality test. The results can be retrieved
double-clicking on this icon.

Do not forget to save your session!
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Example 3.5.1. Normality tests. Visitors to Bilbao.

Questions.

Load the data file tourism.gdt.

a. Run normality tests for the three visitors variables.

b. Save the results as an icon to your Gretl session.

c. Interpret the results and save the session with the name dturismo.
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Example 3.5.1. Normality tests. Visitors to Bilbao.

Result.
It may be concluded, at the 5% significance level, that the series of visitors do not come
from a normal distribution.

Do not forget to save these results as icons to your session!
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Example 3.5.1. Normality tests. Visitors to Bilbao.
The saved results may be retrieved by clicking on the icon windows in the normality test
window.

Or from the session (there is one icon for each test).
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Example 3.5.2. Frequency distribution. Pizza consumption.

Questions.

Analyse the frequency distribution of the variables included in the data file
pizza.gdt.

a. Obtain the frequency distribution of the variable pizza.

b. Obtain the graph of the frequency distribution and run the tests against the
normal and gamma distributions for the variable pizza.

c. Save the numerical results as icons to your Gretl session and the graphs in
Word format.

d. Comment on the results.

e. Save the session.
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Example 3.5.2. Frequency distribution. Pizza consumption.
To obtain the frequency distribution and its plot, highlight the variable of interest
and select the option Frequency distribution from the Variable pulldown menu.

Variable –> Frequency distribution...

Alternatively, highlight the variable of interest, right-click and select the option
Frequency distribution from the pulldown menu.
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Example 3.5.2. Frequency distribution. Pizza consumption.

From the dialog box you will tell Gretl the number of bins you want to use and
the type of output you want to get.
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Example 3.5.2. Frequency distribution. Pizza consumption.
By default, Gretl calculates the number of bins depending on the range of values and shows both the
numerical results for the frequency distribution and its plot, but you may select any other number of bins. It is
also possible to change the number of bins by writing the minimum value of the left bin and its width.

It is possible to run tests against the normal distribution or the gamma distribution.
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Example 3.5.2. Frequency distribution. Pizza consumption.

The output consists of a table of numerical results with information on:

• the variable, number of observations and bins, the mean and the standard
deviation.

• the bounds of each interval.

• the midpoint of the interval.

• the frequency.

• the relative frequency.

• the cumulative frequency.

and the plot of the frequency distribution.

Pilar González and Susan Orbe | OCW 2014 Example 3.5 Univariate analysis 19 / 99



Example 3.5.2. Frequency distribution. Pizza consumption.

Numerical results (default). Pizza.
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Example 3.5.2. Frequency distribution. Pizza consumption.

Frequency distribution plot (default). Pizza.
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Example 3.5.2. Frequency distribution. Pizza consumption.

Frequency distribution with tests.

Against the normal (Doornik-Hansen) Againts the gamma (Lock)
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Example 3.5.2. Frequency distribution. Pizza consumption.

The numerical results are shown in the figures below.

Against the normal (Doornik-Hansen) Against the gamma (Lock)
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Example 3.5.2. Frequency distribution. Pizza consumption.

The frequency plots appear in the figures below.

Against the normal (Doornik-Hansen) Against the gamma (Lock)
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Example 3.5.2. Frequency distribution. Pizza consumption.

To save the results as icons to the session go up to the menu bar in the
frequency distribution window and click on the left icon. The name by default is
frequency di....
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Example 3.5.2. Frequency distribution. Pizza consumption.
To save the plots in Word format, right-click on each plot and select the option
Copy to clipboard in the pulldown menu. You may choose whether you want to
save the plot in colour. Then you can paste the plot to a Word file.
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Example 3.5.2. Frequency distribution. Pizza consumption.
The results about the frequency distribution of variable income are shown below.
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Example 3.5.2. Frequency distribution. Pizza consumption.

Results.

• The frequency distribution of the variable pizza consumption shows that 35%
of the individuals in the sample spend around $98.333 in pizza and that 5% of
the individuals spend between 216.45 and 264.55 dollars.

• The variable pizza does not come from a normal distribution but there is
evidence in the sample that it comes from a gamma distribution.

• 60% of the individuals in the sample have an income lower than 23.4
thousands of dollars per year, while there is only one individual in the sample
with an income higher than 280.8 thousands of dollars.
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Example 3.5.2. Frequency distribution. Visitors to Bilbao.

Questions.

Analyse the frequency distribution of the variables included in the data file
tourism.gdt.

a. Obtain the frequency distribution for the variable TV . Save the results as an
icon to the session and the plot in Word format.

b. Obtain the frequency distribution for the variable foreign visitors.

c. Augment the default number of bins by ten units and save the results.

d. Reduce the default number of bins to five units and save the result.

e. Comment on the results.
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Example 3.5.2. Frequency distribution. Visitors to Bilbao.
Numerical results (default). Total Visitors.

Do not forget to save these results as icons to your session!
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Example 3.5.2. Frequency distribution. Visitors to Bilbao.

Frequency distribution plot (default). Total visitors.

Do not forget to save this plot in Word format!
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Example 3.5.2. Frequency distribution. Visitors to Bilbao.

Numerical results (default). Foreign Visitors.
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Example 3.5.2. Frequency distribution. Visitors to Bilbao.

Frequency distribution plot (default). Foreign visitors.
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Example 3.5.2. Frequency distribution. Visitors to Bilbao.
Numerical results (25 bins). Total Visitors.
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Example 3.5.2. Frequency distribution. Visitors to Bilbao.

Frequency distribution plot (25 bins). Total Visitors.
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Example 3.5.2. Frequency distribution. Visitors to Bilbao.

Numerical results (5 bins). Total Visitors.
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Example 3.5.2. Frequency distribution. Visitors to Bilbao.

Frequency distribution plot (5 bins). Total Visitors.
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Example 3.5.2. Frequency distribution. Visitors to Bilbao.

Results.
• The frequency distribution of the variable F V suggests that it may come from a

bimodal distribution. The two modes contain 18.25% of the foreign visitors. It seems
that there are two relevant points in time for the arrival of foreign visitors.

• The frequency distribution of the variable T V obtained with 25 bins shows that the
first part of the frequency distribution is not as homogeneous as it looked like when
calculated with only 15 bins.

• On the other hand, the frequency distribution of the variable T V obtained with 5
bins is too smooth. It is not possible to see any detail and it seems much more
homogeneous than it really is.

• It is recommended to use the default value of bins if you are not an expert in
calculating the optimal number.
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Example 3.5.2. Frequency distribution. Simulation.

Questions.

a. Simulate cross-section data: 50 observations from a normal distribution with zero
mean and standard deviation 1. Denote this variable by V N . Save the simulated data
in the file Sim50.gdt.

a.1. Plot the standard normal distribution and save the graph in pdf format.

a.2. Obtain the frequency distribution for the variable V N and run the the tests against the normal and
gamma distributions. Save the graphs in pdf format.

b. Simulate cross-section data: 1000 observations from a Chi-squared distribution with
10 degrees of freedom. Denote this variable by V X. Save the simulated data in the
file Sim1000.gdt.

b.1. Plot the selected Chi-squared distribution and save the graphs in pdf format.

b.2. Obtain the frequency distribution for the variable V X and run the the tests against the normal and
gamma distributions. Save the graphs in pdf format.

c. Comment on the results.
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Example 3.5.2. Frequency distribution. Simulation.

Look up Example 3.2.4 to refresh how to simulate data.

To plot the standard normal distribution, go up to the Menu Bar and click

Tools –> Distribution graphs
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Example 3.5.2. Frequency distribution. Simulation.

To save this plot, right-click on the graph and select the option Save as PDF...
from the pulldown menu. This yields a dialog box that enables us to edit the
graph.
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Example 3.5.2. Frequency distribution. Simulation.
Frequency distribution plots and normality test (Doornik-Hansen). V N .
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Example 3.5.2. Frequency distribution. Simulation.

χ2(10) distribution plot.
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Do not forget to save this plot in pdf format!
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Example 3.5.2. Frequency distribution. Simulation.
Frequency distribution plot and normality test (Doornik-Hansen). V X.
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Example 3.5.2. Frequency distribution. Simulation.
Frequency distribution plot and gamma test (Lock). V X.
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Example 3.5.2. Frequency distribution. Simulation.

Results.
• Comparing the plot of the standard normal distribution and the frequency

distribution of the variable V N , it may be concluded that they do not look very
similar. Nevertheless, the p-value of the normality test is larger than 0.05 meaning
that there is evidence in the sample that the variable V N comes from a normal
distribution at the 5% significance level. It has not been possible to carry out the
test against the gamma distribution because Gretl detects that there are some
negative values in the sample and therefore the test makes no sense.

• Analysing the frequency distribution of the variable V X, it may observed that it does
not look like a normal distribution but it is quite similar to a gamma distribution.
The tests reach the same conclusion: the p-value obtained in the normality test is
smaller than 0.05 and the p-value obtained in the gamma test is larger than 0.05.
Therefore, there is evidence in the sample that the variable V X comes from a
gamma distribution at the 5% significance level. This result was expected since the
Chi-squared distribution belongs to the class of gamma distributions.

• Bear in mind that your simulated data are going to be different from ours. Therefore,
you will obtain different frequency distributions and your conclusions might not be
the same.
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Example 3.5.3. Estimated density plot. Pizza consumption.

Questions.

Load the data file pizza.gdt.

a. Estimate the density function of the variables pizza and income.

b. Estimate the density function of the variable age using the Gaussian and the
Epanechnikov kernels.

c. Comment on the results. Save the session.
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Example 3.5.3. Estimated density plot. Pizza consumption.
To obtain the estimated density plot, select the option Estimated density plot...
from the Variable pulldown menu.

Variable –> Estimated density plot ...
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Example 3.5.3. Estimated density plot. Pizza consumption.

The dialog box offers two kernel options.
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Example 3.5.3. Estimated density plot. Pizza consumption.

Estimated density plot (default bandwidth). pizza. Gaussian kernel.
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Example 3.5.3. Estimated density plot. Pizza consumption.

Estimated density plot (default bandwidth). income. Gaussian kernel.
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Example 3.5.3. Estimated density plot. Pizza consumption.

Estimated density plot (default bandwidth). age. Gaussian kernel.
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Example 3.5.3. Estimated density plot. Pizza consumption.

Estimated density plot (default bandwidth). age. Epanechnikov kernel.
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Example 3.5.3. Estimated density plot. Pizza consumption.

Results.

• Analysing the estimated density functions of the variables pizza and income, it
may be concluded that both are asymmetric to the left, that is the values close
to the ordinate are more probable.
In the case of the variable pizza, there is a second mode, a smaller one, around
$350. This density function seems to be bimodal.
In the case of the variable income, there is a high probability of being around
50 thousand of dollars while the probability of income being higher than 100
thousands of dollars is quite low.

• The Gaussian and Epanechnikov kernels produce the same results
asymptotically. However, comparing the estimated density functions of the
variable age using these two kernels, it may be observed that the estimated
density function obtained using the Gaussian kernel is smoother. This result is
due to the sample size and the automatic selection of the bandwidth h.
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Example 3.5.3. Estimated density plot. Visitors to Bilbao.

Questions.

Load the data file tourism.gdt.

a. Estimate the density function of the variables SPV and FV using the
Gaussian kernel.

b. Estimate the density function of the variable IPIR using the Gaussian kernel
for several bandwidths: the default, the minimum and the maximum.

c. Discuss and compare the results. Save the session.
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Example 3.5.3. Estimated density plot. Visitors to Bilbao.

Estimated density plot (default bandwith). SPV . Gaussian kernel.
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Example 3.5.3. Estimated density plot. Visitors to Bilbao.

Estimated density plot (default bandwith). FV . Gaussian kernel.
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Example 3.5.3. Estimated density plot. Visitors to Bilbao.

Estimated density plot (default bandwith). IPIR. Gaussian kernel.
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Example 3.5.3. Estimated density plot. Visitors to Bilbao.

Estimated density plot (maximum bandwith). IPIR. Gaussian kernel.
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Example 3.5.3. Estimated density plot. Visitors to Bilbao.

Estimated density plot (minimum bandwith). IPIR. Gaussian kernel.
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Example 3.5.3. Estimated density plot. Visitors to Bilbao.

Results.

• The estimated density functions of the variables SPV and FV are both
bimodal. In the case of SPV the two modes are quite different, one being
much higher than the other. In the case of FV both modes are similar.
Comparing both estimated density functions, it may be concluded that the
probability of having a high number of visitors is bigger when they come from
Spain.

• Comparing the three density functions estimated for IPIR, it may be
concluded that the maximum bandwidth makes the estimated density function
look Gaussian while the minimum bandwidth produces a much more irregular
density function. Therefore, if you are not an expert in choosing the bandwidth,
it is recommended to use the default bandwidth calculated by Gretl.
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Example 3.5.4. Boxplot.

Questions.

Load the data file pizza.gdt into Gretl to obtain the boxplots for several
variables.

a. Obtain the simple boxplot for the variable pizza, including the confidence
interval for the median.

b. Obtain the simple boxplot for the variables pizza, income and age.

c. Obtain a factorized boxplot for the variable pizza using the variable F as factor.

d. Comment on the results.
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Example 3.5.4. Boxplot.
To obtain a boxplot, highlight the variable of interest, go up to the Menu Bar and
click Variable –> Boxplot

Alternatively, highlight the variable of interest, right-click and select the option Boxplot
from the pulldown menu.
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Example 3.5.4. Boxplot.

The dialog box offers three boxplot options.
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Example 3.5.4. Boxplot.

Simple boxplot. pizza.
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Example 3.5.4. Boxplot.
Boxplot with confidence interval for the median. pizza.

It should be noted that there is no information about the sample mean in this boxplot.
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Example 3.5.4. Boxplot.
To obtain a boxplot for several variables on a single graph, go up to the Menu Bar
and click

View –> Graph specified vars –> Boxplots...
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Example 3.5.4. Boxplot.

Select the desired variables: pizza, income and age.

If you want to include the confidence intervals for the medians, mark
show interval for median.
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Example 3.5.4. Boxplot.

Boxplot for specified variables.
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Example 3.5.4. Boxplot.

Select the third option in the dialog box to obtain a factorized boxplot.
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Example 3.5.4. Boxplot.

Select the variable to plot and the variable that will be used as factor. It has to
be a discrete variable. In this case, select F (female).
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Example 3.5.4. Boxplot.
Factorized boxplot (factor F ). pizza.
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Example 3.5.4. Boxplot.

Results.

• Looking at the first boxplot of pizza, it may be concluded than the median is smaller
than the sample mean. But it has to be taken into account that only the point
estimates of the median and the mean are plotted. The second boxplot of variable
pizza gives more information because it includes the confidence interval for the
median. In this graph, it can be observed that the sample mean is inside the
confidence interval for the median. Therefore, there are not significant differences
between the sample mean and the median.

• When the boxplots of pizza, income and age are shown on the same graph, it is
difficult to compare the results because the units of measurement are quite different:
dollars, thousands of dollars and years. Therefore, it may be concluded that it is only
sensible to represent boxplots of several variables on a single graph if the units of
measurement are similar.

• Analysing the factorized boxplot of pizza using variable F (1 if female) as factor, it
may be concluded that women consume less pizza than men: both the sample mean
and the median are smaller for women, the first quartile for women is similar to the
third quartile for men and the IQ range is much narrower for women than for men.
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Example 3.5.4. Factorized boxplots.

Questions.
Load the data file pizza.gdt into Gretl.

a. Create three discrete variables depending on age as follows:

• group1: clients who are less than thirty one years old.

• group2: clients who are over thirty years old and less than forty one years
old.

• group3: clients who are over forty years old.

b. Obtain a factorized boxplot for the variable pizza, using as factor the discrete
variable group1.

c. Obtain a factorized boxplot for the variable income, using as factor the discrete
variable group3.

d. Comment on the results.
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Example 3.5.4. Factorized boxplots.

To create the discrete variables group1, group2 and group3, go up to the Menu
Bar and click Add –> Define new variable.

Edit the attributes of these variables and mark Treat this variable as discrete.
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Example 3.5.4. Factorized boxplots.

Factorized boxplot (factor group1). pizza.
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Example 3.5.4. Factorized boxplots.

Factorized boxplot (factor group3). income.
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Example 3.5.4. Factorized boxplots.

Results.
• The quantitative variable age is used to factorize the boxplot. Given that the factor

must be a discrete variable, it is necessary to transform the quantitative variable into
a discrete variable. This is done by splitting the variable age into three intervalas
defining three discrete variables: group1 (less than 31 years old), group2 (over 30
years old and less than 41) and group3 (over forty years old).

• Analysing the factorized boxplot of pizza obtained using group1 as factor, it may be
observed that the clients less than 31 years old consume more pizza than the rest of
the individuals in the whole sample (over 30 years old clients): the mean, the median,
the first and the third quartiles are larger for young clients.

• Analysing the factorized boxplot of income obtained using group3 as factor, it may
be observed that the clients over 40 years old have higher income than the rest of the
individuals in the whole sample: the mean, the median, the first and the third
quartiles are larger for these clients.
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Example 3.5.4. Boxplot. Discrete variables.

Questions.

Open the data file pizza.gdt:

a. Create the discrete variable groups that takes the value 1 if the client belongs
to group1, the value 2 if the client belongs to group2 and the value 3 if the
client belongs to group3.

• group1: clients who are less than 31 years old.

• group2: clients who are over thirty years old and less than forty one years
old.

• group3: clients who are over forty years old.

b. Obtain a factorized boxplot of pizza and income, using the discrete variable
groups as factor.

c. Comment on the results. Save the changes in the data and the Gretl session.
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Example 3.5.4. Boxplot. Discrete variables.

To create the discrete variable groups that takes the value 1 if the client belongs
to group1, the value 2 if the client belongs group2 and the value 3 if the client
belongs to group3, select the option Define a new variable from the Add
pulldown menu.

Edit the attributes of this variable and mark Treat this variable as discrete.
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Example 3.5.4. Boxplot. Discrete variables.

Factorized boxplot (factor groups). pizza.
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Example 3.5.4. Boxplot. Discrete variables.

Factorized boxplot (factor groups). income.

Pilar González and Susan Orbe | OCW 2014 Example 3.5 Univariate analysis 84 / 99



Example 3.5.4. Boxplot. Discrete variables.

Results (I).

Consider the new variable groups as a factor.

• The three discrete variables created before are not useful.

• We have to generate a new discrete variable that encompasses the three
groups considered. Thus, groups takes the value 1 for the clients less than 31
years old, the value 2 for the clients over 30 years old and less than 41, and the
value 3 for the clients over 40 years old.

• We could have chosen any other numerical values for the variable groups, for
instance, 1, 5 and 7. It is only required to assign a different value to each
category.
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Example 3.5.4. Boxplot. Discrete variables.

Results (II).

Factorized boxplot of pizza using groups as factor.

• The clients over 40 years old consume the least pizza. It may be observed than the
first and the third quartiles are below those of the rest of the sample. Nevertheless,
since the median of this group is close to the median of group2, it would be
advisable to analyse the confidence intervals.

• The sample means of the individuals in group1 and group2 are very similar.

• The median for clients less than 31 years old is clearly larger than the median for the
rest of the sample. On the other hand, it is close to the median of group2. Even
though the first quartile is slightly larger than the one corresponding to group2, we
do not get the same result for the third quartile.

• Bearing in mind the last two comments, we should consider whether we have chosen
the most appropriate intervals to split the variable age. A better option might have
been to define the first group as the clients less than 33/35 years old. To do that we
should redefine the variable groups and repeat the analysis.

Pilar González and Susan Orbe | OCW 2014 Example 3.5 Univariate analysis 86 / 99



Example 3.5.4. Boxplot. Discrete variables.

Results (III).

Factorized boxplot of income using groups as factor.

• The clients less than 31 years old have the smallest incomes: the sample mean, the
median and the third quartile are much smaller than for the rest of the groups. As a
matter of fact, the third quartile is quite similar to the first quartile of group1 and
group2.

• The IQ range of group1 is the smallest, meaning that the income of these individuals
is quite similar. There is only one individual (it may be considered an outlier) with an
income close to the sample mean and the median of group2.

• Looking at the minimum and maximum values of income, it may be concluded that
the individuals in group2 present the highest variability. Both the mean and the
median of this group is slightly smaller than the mean and the median of group3.
However, in order to analyse the significance of this result it would be necessary to
use other tools, for instance, the confidence intervals for the median.
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Example 3.5.4. Boxplot. Discrete variables.

Results (IV).

Factorized boxplot of income using groups as a factor.

• It may be observed that, in general, the income of the clients in group3 is higher
than the income of clients in group2: both the median and the sample mean are
higher in group3 than in group2.

• The individual with the largest income in the sample is less than forty one years old.
His/her income is much higher than the sample mean.

• Same as before, it might be advisable to analyse if the age intervals considered here
are adequate. It might be better to redefine the last two age groups.

It may be concluded that it would be better to split the variable age into different
intervals for the variables pizza and income.
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Example 3.5.5. Normal Q-Q plot. Visitors to Bilbao.

Questions.

Open the data file tourism.gdt.

a. Obtain the Q-Q plot for the the variables SPV and FV .

b. Comment on the results.
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Example 3.5.5. Normal Q-Q plot. Visitors to Bilbao.

To obtain the normal Q-Q plot, highlight the variable of interest, go up to the
Menu Bar and click

Variable –> Normal Q-Q plot...
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Example 3.5.5. Normal Q-Q plot. Visitors to Bilbao.

In the dialog box, you have to select an option for the plot axis.
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Example 3.5.5. Normal Q-Q plot. Visitors to Bilbao.
Q-Q plot. Variable SPV .
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Example 3.5.5. Normal Q-Q plot. Visitors to Bilbao.
Q-Q plot. Variable FV .
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Example 3.5.5. Normal Q-Q plot. Visitors to Bilbao.

Results.

• The observations are far away from the main diagonal in both plots. This
result is clearer for variable FV . It may concluded that there is no evidence in
these plots that these variables come from a normal distribution.

• The second and third options change the scale of the axis (either ordinate or
abscissa). Nevertheless, the interpretation of the plot is similar: the more
observations are close to the main diagonal of the box, the more evidence in
the sample in favour of the normal distribution.
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Example 3.5.5. Normal Q-Q plot. Simulation.

Questions.

Open the data files you created in the Example 3.5.2 (SimT50.gdt and
SimT1000.gdt).

a. Obtain the Q-Q plot for the simulated variable in data file Sim50.gdt.

b. Obtain the Q-Q plot for the simulated variable in data file Sim1000.gdt.

c. Discuss and compare the results.
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Example 3.5.5. Normal Q-Q plot. Simulation.
Q-Q plot (first option). Variable V N .
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Example 3.5.5. Normal Q-Q plot. Simulation.
Q-Q plot (first option). Variable V X.
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Example 3.5.5. Normal Q-Q plot. Simulation.

Results.

• A visual inspection of the Q-Q plot for variable V N (T=50) shows that it is
not too close to the diagonal in the tails. Even though the variable V N comes
from a normal distribution, the Q-Q plot is unclear and it is risky to reach any
conclusion. This result can be due to the small sample size.

• Analysing the Q-Q plot for variable V X (T=1000), it can be observed that it
moves away from the diagonal in the tails. This result was expected since the
variable V X comes from a χ2 distribution.

• In short, it may be concluded that the results derived from the normal Q-Q
plots depend on the sample size and they are more reliable for large samples.

• Bear in mind that your simulated data are going to be different from ours.
Therefore, you will obtain different Q-Q plots and your conclusions might be
different.
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